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Abstract

The fast development of digital image processing leads to the growth of feature extraction of images which leads to the development of image fusion. Image fusion is defined as the process of combining two or more different images into a new single image retaining important features from each image with extended information content. There are two approaches to image fusion, namely spatial fusion and multi scale transform fusion. In spatial fusion, the pixel values from the source images are directly summed up and taken average to form the pixel of the composite image at that location. Multi scale transform fusion uses transform for representing the source image at multi scale. The most common widely used transform for image fusion at multi scale is Discrete Wavelet Transform (DWT) since it minimizes structural distortions. But, wavelet transform suffers due to poor directionality and does not provide a geometrically oriented decomposition in multiple directions. One way to generalize the discrete wavelet transform so as to generate a structured dictionary of base is given by the Discrete Wavelet Packet Transform (DWPT). This benefit comes from the ability of the wavelet packets to better represent high frequency content and high frequency oscillating signals in particular. However, it is well known that both DWT and DWPT are shift varying. The Dual Tree Discrete Wavelet Transform (DTDWT) introduced by Kingsbury, is approximately shift -invariant and provides directional analysis. And there are three levels for image fusion namely pixel level, area level and region level. In this paper, it is proposed to implement area level fusion of multi focused images using Dual Tree Discrete Wavelet Packet Transform (DTDWT), extending the DTDWT as the DWPT extends the DWT and the performance is measured in terms of various performance measures like root mean square error, peak signal to noise ratio, quality index and normalized weighted performance metric.
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I. INTRODUCTION

Image fusion is defined as the process of combining two or more different images into a new single image retaining important features from each image with extended information content. For example, IR and visible images may be fused as an aid to pilots landing in poor weather or CT and MRI images may be fused as an aid to medical diagnosis or millimeter wave and visual images may be fused for concealed weapon detection or thermal and visual images may be fused for night vision applications [4]. The fusion process must satisfy the following requirements such as it should preserve all relevant information in the fused image, should suppress noise and should minimize any artifacts in the fused image. There are two approaches to image fusion, namely Spatial Fusion (SF) and Multi Scale Transform (MST) fusion. In Spatial fusion, the pixel values from the source images are summed up and taken average to form the pixel of the composite image at that location [2]. Image fusion methods based on Multiscale Transforms are a popular choice in recent research[12] . MST fusion uses pyramid or wavelet transform for representing the source image at multi scale. Pyramid decomposition methods construct a fused pyramid representation from the pyramid representations of the original images. The fused image is then obtained by taking an inverse pyramid transform [1]. Due to the disadvantages of pyramid based techniques, which include blocking effects and lack of flexibility, approaches based on wavelet transform have begun [2], since it minimizes structural distortions. But, wavelet transform suffers due to poor directionality and does not provide a geometrically oriented decomposition in multiple directions. One way to generalize the discrete wavelet transform so as to generate a structured dictionary of base is given by the Discrete Wavelet Packet Transform (DWPT). This benefit comes from the ability of the wavelet packets to better represent high frequency content and high frequency oscillating signals in particular. However, it is well known that both DWT and DWPT are shift varying. The Dual Tree Discrete Wavelet Transform (DTDWT) introduced by Kingsbury [8, 9, 10], is approximately shift -invariant and provides directional analysis. There are three levels in multi resolution fusion scheme namely Pixel level fusion, feature level fusion and decision level fusion. The performance measures which can be computed independently of the subsequent tasks express the successfullness of an image fusion technique by the extent that it creates a composite image that retains salient information from the source images while minimizing the number of artifacts or the amount of distortion that could interfere with interpretation. In this paper, it is proposed to
implement area level fusion of multi focused images using Dual Tree Discrete wavelet Packet transform extending the Dual Tree Discrete Wavelet Transform as the Discrete Wavelet Packet Transform extends the discrete wavelet transform and the performance is measured in terms of various performance measures like root mean square error, peak signal to noise ratio, quality index and normalized weighted performance metric.

II. DUAL TREE WAVELET TRANSFORM

The Dual Tree Wavelet Transform (DTWT) overcomes the limitations of DWT like poor directionality and shift invariance. It can be used to implement 2D wavelet transforms that are more selective with respect to orientation than the separable 2D DWT. For example, the 2D DTWT transform produces six subbands at each scale, each of which is strongly oriented at distinct angles. There are two versions of the 2D DTWT transform namely Dual Tree Discrete Wavelet Transform (DTDWT) which is 2-times expansive, and Dual Tree Complex Wavelet Transform (DTCWT) which is 4-times expansive.

A. Dual Tree Discrete Wavelet Transform

The DTDWT of an image is implemented using two critically sampled separable DWT in parallel. Then for each pair of subbands, the sum and difference are taken. The six wavelets associated with DTDWT are illustrated in figure 1 as gray scale images. Note that each of the six wavelet are oriented in a distinct direction. Unlike the critically-sampled separable DWT, all of the wavelets are free of checker board artifact. Each subband of the 2-D dual-tree transform corresponds to a specific orientation.

B. Dual Tree Complex Wavelet Transform

The DTCWT also gives rise to wavelets in six distinct directions and two wavelets in each direction. In each direction, one of the two wavelets can be interpreted as the real part of a complex valued wavelet, while the other wavelet can be interpreted as the imaginary part of a complex-valued wavelet. Because the complex version has twice as many wavelets as the real version of the transform, the complex version is 4-times expansive. The DTCWT transform is implemented as four critically sampled separable DWTs operating in parallel. However, different filter sets are used along the rows and columns. As in the real case, the sum and difference of subband images is performed to obtain the oriented wavelets. The twelve wavelets associated with the real 2D dual-tree DWT are illustrated in the following figure as gray scale images. The wavelets are oriented in the same six directions as those of DTDWT. However, there are two in each direction. If the six wavelets displayed on the first row are interpreted as the real part of complex wavelets, then the six wavelets displayed on the second row can be interpreted as the complex part of complex wavelets.

III. AREA LEVEL IMAGE FUSION

This section describes six methods of area level image fusion based on multi scale representation of source images using wavelets. Since the useful features in the image usually are larger than one pixel, the pixel by pixel selection rule of pixel level fusion may not be the most appropriate method. In feature level of fusion algorithm, an area based selection rule is used. The images are first decomposed into sub bands using wavelet transform. Then the feature of each image patch over 3X3 or 5X5 window is computed as an activity measure associated with the pixel centered in the window. To simplify the description of different feature level image fusion methods, the source images are assumed as A & B and the fused image as F. All the methods described in this paper can be used in the case of more than two source images.

Method 1:

In this method, the maximum value of coefficients of sub-bands of wavelet transformed image over 3X3 or 5X5 window is computed as an activity measure of pixel centered in the window. The coefficient whose activity measure is larger in chosen to form the fused coefficients map. A binary decision map of same size as the wavelet transform is then created to record the selection results. This binary map is subject to consistency verification. Specifically in wavelet domain, if the centre pixel value comes from image A while the majority of the surrounding
pixel values comes from image B, the centre pixel value should be switched to that image B. This method is called consistency verification method.

**Method 2:**

In this method, the maximum absolute value over 3X3 or 5X5 window is computed as an activity measure of pixel centered in the window. The coefficient whose activity measure is larger in chosen to form the binary decision map and the consistency verification is applied to form the fused coefficients map.

**Method 3:**

This fusion scheme is the weighted average scheme suggested by Burt and Kolezynski (1993). This salient features are first identified in each source image. This salience of a feature is computed as a local energy in the neighborhood of a coefficient.

\[
E(A,p) = \sum_{q=Q} W(q)C_j^2(A,q)
\]

where \(w(q)\) is a weight and \(\sum_{q=Q} w(q)=1\). In practice, the neighborhood Q is small (typically 5X5 or 3X3) window centered at the current coefficient position. The closer the point q is near the point P, the greater w(q) is E(B,p) can also be obtained by this rule. The selection mode is implemented as:

\[
C_j(F,p) = \begin{cases} 
C_j(A,p), & E(A,p) \geq E(B,p) \\
C_j(B,p), & E(B,p) > E(A,p) 
\end{cases}
\]

This selection scheme helps to ensure that most of the dominant features are incorporated into the fused image.

**Method 4:**

In this fusion method, the salience measure of each source image is computed using Equation 1. At a given resolution level j, this fusion scheme uses two distinct modes of combination namely Selection and Averaging. In order to determine whether the selection or averaging will be used, the match measure \(M(p)\) is calculated as

\[
M(p) = \frac{2 \sum_{q=Q} W(q)C_j(A,q)C_j(B,q)}{E(A,p) + E(B,p)}
\]

If \(M(p)\) is smaller than a threshold T, then the coefficient with the largest local energy is placed in the composite transform while the coefficient with less local energy is discarded. The selection mode is implemented as

\[
C_j(F,p) = \begin{cases} 
C_j(A,p), & E(A,p) \geq E(B,p) \\
C_j(B,p), & E(B,p) > E(A,p) 
\end{cases}
\]

Else if \(M(p) > T\), then in the averaging mode, the combined transform coefficient is implemented as

\[
C_j(F,p) = \begin{cases} 
W_{nu}C_j(A,p) + W_{nw}C_j(B,p), & E(A,p) \geq E(B,p) \\
W_{nu}C_j(B,p) + W_{nw}C_j(A,p), & E(B,p) > E(A,p) 
\end{cases}
\]

where

\[
W_{nu} = 0.5 - 0.5 \left( \frac{1 - M(p)}{1 - T} \right) \quad \text{and} \quad W_{nw} = 1 - W_{nu}
\]

In this study, the fusion methods are implemented using the parameters such as a window size 3*3 and a T-value of 0.75.

**Method 5:**

For a function \(f(x,y)\) it is common practice to approximate the magnitude of the gradient by using absolute values instead of squares and square roots:

\[
\nabla f = |\nabla x| + |\nabla y| = |f(x,y) - f(x+1,y)| + |f(x,y) - f(x, y+1)|
\]

This equation is simpler to compute and it still preserves relative changes in grey levels. In image processing, the difference between pixel and its neighbors reflect the edges of the image. Firstly compute the difference between the low frequency coefficient at the point p and its eight neighbors, respectively. The value E is acquired by summing squares of all the differences. At last, choose the low frequency coefficient with the greater value E as the corresponding coefficient of the fused image. This method can maintain the information of edges. So it can improve the quality of the fused image. The algorithm is as follows.

\[
E(A,p) = \sum_{q=Q} \left| C_j(A,q) - C_j(A,q) \right|^2
\]

\[
E(B,p) = \sum_{q=Q} \left| C_j(B,q) - C_j(B,q) \right|^2
\]

Finally, select the corresponding high frequency coefficient of the fused image.

\[
C_j(F,p) = \begin{cases} 
C_j(A,p), & E(A,p) \geq E(B,p) \\
C_j(B,p), & E(B,p) > E(A,p) 
\end{cases}
\]

**Method 6:** In this method, the gradient over 3X3 or 5X5 window is computed as an activity measure of pixel centered in the window. The coefficient whose activity measure is larger in chosen to form the fused coefficients map.

**IV. EVALUATION CRITERIA**

There are four evaluation measures are used in this paper, namely Root Mean Square Error (RMSE), Peak Signal to Noise Ratio (PSNR), Quality Index (QI)[3] and Normalized Weighted Performance Metric (NWPM)[4] which are given in the equations 8, 9, 10 & 11 respectively.
RMSE=$\sqrt{\frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{M} [R(i, j) - F(i, j)]^2}$ (8)

PSNR= $10 \log_{10} (255)^2 / (\text{RMSE})^2$ (db) (9)

QI= $\frac{4a_{ab}ab}{(a^2 + b^2)(\sigma_a^2 + \sigma_b^2)}$ (10)

NWPM = $\sum_{i,j} W_{ij}^A + W_{ij}^B$ (11)

where A and B are the input images, R is the reference image, F is the fused image, a is the average value of A, b is the average value of B, $Q^{EF}(i,j)$ and $Q^{RF}(i,j)$ are the edge preservation values.

V. EXPERIMENTAL WORK

A pair of source images namely Pepsi of size $512\times512$ is taken. The pair of source images to be fused is assumed to be registered spatially. The images are wavelet transformed using the same wavelet, and transformed to the same number of levels. For taking the wavelet transform of the two images, readily available MATLAB routines are taken. In each sub-band, individual pixels of the two images are compared based on the fusion rule that serves as a measure of activity at that particular scale and space. A fused wavelet transform is created by taking pixels from that wavelet transform that shows greater activity at the level. The inverse wavelet transform is the fused image with clear focus on the whole image.

VI. RESULTS

For the above mentioned method, image fusion is performed using DWT, DWPT, DTDWPT & DTDWPT and their performance is measured in terms of Root Mean Square Errors, Peak Signal to Noise Ratio, Quality Index & Normalized Weighted Performance Metric and the results are shown in figure 3 and tabulated in table 1.

<table>
<thead>
<tr>
<th>Table 1. Results of Area level Fusion</th>
</tr>
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</tr>
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<td>--------</td>
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</tr>
<tr>
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</tr>
<tr>
<td>DTDWPT</td>
</tr>
<tr>
<td>DTDWPT</td>
</tr>
<tr>
<td>E. F.</td>
</tr>
<tr>
<td>DTDWPT</td>
</tr>
<tr>
<td>DTDWPT</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

This paper presents the comparison of area level of fusion of multi-focused images using DWT, DWPT, DTDWPT and DTDWPT in terms of various performance measures. DTDWPT provides very good results both quantitatively and qualitatively for area level fusion. Hence using these fusion methods, one can enhance the image with high geometric resolution.
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