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Abstract 
In data mining dimension reduction is widely used in Medicine, Bioinformatics etc. Selection of features from huge dataset is 
tedious. Usually high dimension data contains noise , irrelevant information  and small amount of relevant information. 
Reduction of dimensionality is very important to extract the important features, which is useful for predicting the results. This 
proposal layouts the high dimension data reduction using three ways.(i)Feature Selection (ii)Linear Dimensionality Reduction 
(iii)Non-Linear Dimensionality Reduction. In this work Feature Selection based on mutual information for feature filtering to 
select the relevant features with minimal redundancy. Linear Dimension Reduction is used in high dimension dataset for 
extracting the latent variables. The Non-linear dimension reduction is used to reduce the dimension for visalizing. Results are 
presented to show the efficiency of this work. 
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I. INTRODUCTION 

Dimension reduction has become important 

research area. The aim of dimension reduction is to 

visualize, understand and reduce the complex dataset 

structure. Gene expression microarray dataset usually 

has high dimension data. Analysis and visualization is 

tedious with this kind of dataset and it is critical in the field 

of medicine for diagnosis. This paper is adopted by two 

technologies namely feature selection and dimension 

reduction. Selecting the relevant features from the data 

set is feature selection, for feature selection and 

dimension reduction many algorithms are proposed like f-

statistics, t-statistics etc. 

Dimension reduction is classified into(i)Linear 

Dimension Reduction(LDR) namely PCA.(ii)Non-Linear 

Dimension Reduction(NLDR) namely MDS,ISOMAP[1] 

and local linear embedding[3].The above techniques are 

only effective for high dimensional data if it is used alone. 

Whereas feature selection is used to select the relevant 

features not reduce dimension.PCA also behave in same 

manner like linear method used for complex dataset of 

high dimension. Local Linear Embedding(LLE) is powerful 

and efficient for dimension reduction for NLDR.LLE is 

time consuming , requires more memory and complex 

computation which will be O(dn3), O(dnk3) and 

O(rn2).Many papers are published for dimension 

reduction and feature selection and found that no single 

algorithm works well only combination of algorithm 

produce effective result. The aim of this work is meant for 

dimensionality reduction .This approach involves 

dimension reduction for tumour microarray dataset. The 

purpose of this approach is to reduce the data attributes 

with minimum noise without losing original information. 

This approach starts with feature selection by using linear 

and followed by non-linear dimension reduction. Aim of 

feature selection is to remove useless and noisy data and 

gain only useful and beneficial information. In next step 

LDR with PCA to find maximum variance space. In order 

to keep more interesting data for final understanding of 

data it is necessary to follow non-linear dimensionality 

reduction. The remaining part of paper is divided into 

Section 2 with feature selection, Section 3 with 

Dimension reduction, Section 4 with Methods, Section 5 

with experiments and Section 6 with conclusions and 

future enhancements. 

II. FEATURE SELECTION 

Microarray data has very high dimension dataset 

and has many number of features. Eventhough many 

features are there only small number of features are 

relevant for disease diagnosis [4][5].Microarray has large 

number of noisy redundant features, so the high 

dimension algorithm  affects the result data accuracy and 

quality. hats why feature selection is applied to data to 

remove the irrelevant and redundant data. Feature 

selection facilitates many benefits like feature 
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understanding, visualization, reducing time, dimension 

reduction, similar measures[14].Generally feature 

selection categorized into two approaches. The feature 

selection regardless of classifier known as feature 

ranking or filtering [15].Next feature selection approach 

regarding classifier for prediction, method called wrapper 

method which is useful to build good predictor[16]. 

III. DIMENSIONALITY REDUCTION 

Dimensionality reduction provides understand and 

visualize the structure if high dimension and complex 

datasets. Here the proposed work is going to carry out 

two types of dimension reduction (i) Linear dimension 

reduction(PCA) (ii)Non-linear dimension reduction. LLE, 

ISOMAP, KPCA. 

1. Linear Dimension Reduction: 

One of the oldest methods for data analysis is PCA 

introduced by Pearson [2], which is used to extract the 

latent variables from high dimensional dataset. The 

method limits its effectiveness by global linearity and 

covariance matrix. To reduce the dimension PCA acts as 

first step converting high dimension into lower number of 

dimension and make the structure simplified.PCA finds 

the components with maximum variance. 

2. Non-Linear Dimension Reduction: 

Latent variables in non-linear approaches acts rich 

compared to linear method. So non-linear are powerful 

than linear method. Lee and Verleysen[8] describe the 

framework for NLDR. Distance measure is done with 

Euclidian Distance like MDS, ISOMAP. 

 Basic Approaches 

 Identify the neighbours in i/p space. 

 Develop a square matrix 

 Compute embedding for matrix using eigenvector  

IV. FEATURE SELECTION, LINEAR 

DMENSIONAL REDUCTION AND NON-LINEAR 

DMENSIONAL REDUCTION 

Feature Selection, Linear Dimensional Reduction 

and Nonlinear Dimensional Reduction Framework is 

presented in this paper for high dimensional data 

reduction, time computations and better visualization. 

This framework is composed of  three steps as illustrated 

in Figure .a. As previously said, the initial step in this 

framework is feature selection.. Maximum Relevance 

Minimum Redundancy feature selection based mutual 

information has been  used to  rank  the features and 

then select the top ranking ones which represent the 

most significant and correlated features. The next step is 

to apply LKPCA in order to find the maximum variance of 

the data and select the principal components with help of 

factor analysis technique. A non-linear dimension 

reduction algorithm LLE is finally used on the obtained 

data from the output of LKPCA. This algorithm is chosen 

because it  is  powerful in dimensional reduction. 

Figure.( a).Structure of the method 

V. EXPERIMENTS 

A Tumor dataset used here for demonstration. 

Totally it contains 255 features and observations of 

72.These observations are classified into two where 

(1)means healthy and (0) means affected with disease. 

Among 255 features  198 is selected after applying 

feature selection. The below graphs represents the 

results of the data obtained from LKPCA, PCA and LLE 

Figure. (b)    Output of LKPCA algorithm 
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Figure. (c) Output of PCA algorithm 

Figure. (d)  Output of LLE algorithm 

VI. CONCLUSION 

In this work dimension reduction in microarray 

dataset using feature selection on LKPCA,LLE and 

mRMR are shown, the usage of feature selection is 

shown here. Both PCA and LKPCA provides same 

results according to time performance, whereas LLE with 

LKPCA provides better results provided good dimension 

reduction in least time. The output of this work helps us to 

see the condition of the patient.LLE operates on dataset 

without applying feature selection or after applying 

feature selection. In future it is able to apply in clinical 

tumor dataset for prediction. It is also planned that 

developing an algorithm for feature selection to handle 

new incoming changes in dataset.  
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