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Abstract

The method is used to register the laryngeal behavior indirectly by measuring change in the electrical impedance across the throat
during speak or voice. In this Electroglottography (EGG) signal acquisition, the electrodes are made of steel. They have the form
of rectangles covering an area of 10.75 cm2. It is designed as a ring electrode encircling each of the two other electrodes. The
electrodes are mounted on a flexible band whose length is adjusted to hold the electrodes in a steady position and to still allow the
subject to comfortably speak and breathe naturally. The electrodes are mounted on a small holder which is pressed against the
throat by hand. A signal generator supplies an AC sinusoidal current usually ranging from 2 MHz. The RF carrier signal is
amplitude modulated by the modulating speech/ voice signal and the demodulated signal is extracted. The variations in the signal
correspond to the vocal fold abduction/laryngeal movement. For normal and pathology conditions, the results are recorded.
These values form a feature vector, which reveals information regarding pathology. Principal Component Analysis technique
(PCA) is used for classification, giving successful results for the specific data set considered.
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I. INTRODUCTION

The voice pathology is very common in all over the
world. In the current study the vocal fold abduction
/laryngeal movement of normal and pathology patients
have been recorded in terms of demodulated signals and
MATLAB @6.1 supported Principal Component Analysis 
technique (PCA) is used for classification, giving
successful results for the specific data set considered.

II. INSTRUMENTATION

The electrodes are made of steel. They have the form
of rectangles covering an area of 10.75 cm2. It may be
designed as a separate electrode or as a ring electrode
encircling each of the two other electrodes. The electrodes
are mounted on a flexible band whose length may be
adjusted to hold the electrodes in a steady position and to
still allow the subject to comfortably speak and breathe
naturally. The electrodes are mounted on a small holder,
which is pressed against the throat by hand. A signal
generator supplies an AC sinusoidal current usually
ranging from 300 KHz to 5 MHz as shown in Figure.1.

Fig. 1. Instrumentation for EGG

The frequency selected for the above test is 2 MHz.
This frequency is sufficiently high, so that the current
capacitancively bypasses the less conductive skin layer
without the use of additional conductive paste [1]. The
generator may produce constant voltage or constitute
constant current

source [1]. The supplied current is different for each
particular device, but is not stronger than several
milliamperes. The voltage between the electrodes
depends on the tissue impedance [1-3]. The power
dissipation of only several microwatts occurs at the level
the subject’s vocal folds. An integral part of the
electroglottographic signal is the varying component
generated by the vertical movement of the whole larynx.
Therefore, the signal of rapid movements of the vocal folds
is superimposed on the signal produced by the slower
movements of the other structures. Fourcin & Abberton
proposed the name Gx for the waveform of larynx
movement and the name Lx for the vibration component.
The Gx component originates, for example can be
observed in swallowing, but it is caused by the vertical
movement of the larynx, which is related to the voice
quality setting of the raised/ lowered larynx. Gx to calculate
vocal fold abduction [1] The DC offset changes (Gx) can be
evened out because, the effects of the varying larynx
height are compensated by the use of additional
electrodes or high pass filtering of the registered signal.
The sensing electrode detects the current as it passes
through the skin and the throat .The percentage of
amplitude modulation of the received signal reflects the
percentage change in 3 tissue impedance in the current’s
path. The output from the second RF transformer is then
amplified using the above RF amplifier circuit. The output



is demodulated using a diode detector circuit (Gx + Lx)
.The output is then amplified using a OPAMP inverting
amplifier (Gx) as shown in Fig. 2. The output spectra were
recorded.

Fig. 2. RF Amplifier and Detector

III. PCA ANALYSIS

In the development of diagnostic or analytical methods
for routine applications, only a small amount of data from a
very large quantity of data is made use of from the point of
view of expediency. This may lead to wrong interpretation
and consequent faulty decision making, especially in
clinical applications where personal judgment of the
clinician may influence the decision. This kind of subjective
evaluation of data can be avoided when we have enough
data (e.g. a large number of spectra, each consisting of
several data points) by appropriate mathematical /
statistical analysis. Almost always, the enormous amount
of data could be understood in terms of a much smaller
number of components, called principal components or
factors. This is equivalent to the situation, where any
number of vectors in 3-dimentional spaces can be
expressed in terms of 3 unit vectors and characteristic
numbers for each vector. The n number of spectra with p
data points each may be expressed in terms of a much
smaller number of components or factors each with p data
points. The identification of these unique factors is known
as Principal ComponentAnalysis (PCA) [4,5].

In real samples, there are usually many different
variations that make up a spectrum: the constituents in the
sample mixture, inter-constituent interactions, instrument
variations such as detector noise, changing environmental
conditions that affect absorbance, and differences in
sample handling. Yet, even with all these complex
changes occurring, there should be some finite number of
independent variations occurring in the spectral data.
Hopefully, the largest variations in the calibration set would

be changes in the spectrum due to different concentrations
of the constituent of the mixtures. If it were possible to
calculate set of “variation spectra” that represented the
changes in the intensities at all the wavelengths in the
spectra, then this data could be used instead of raw
spectral data for building the calibration model. These
should be fewer common variations than the number of
calibration spectra (in most cases), and thus, the number 
of calculations for the calibration equations will be reduced
as well.

Presumably, the “variation spectra” could be used to
reconstruct the spectrum of a sample by multiplying each
one by an appropriate constant scaling factor and adding
the results together until the reconstructed spectrum
closely matches the sample spectrum. Obviously, each
spectrum in the calibration set would have a different set of
scaling constants for each variation since the
concentrations of the constituent is different. Therefore,
the scaling constant of each “spectrum” that must be
added to reconstruct the unknown data should be related
to the concentration of the constituents.

The “variation spectra” are often called “eigenvectors”
(also called spectral loading, loading vectors, principal
components or factors), from the methods used to
calculate them. The scaling constants used to reconstruct
the spectra are generally known as “scores”.

Since the calculated eigenvectors came from the
original calibration data, they must be somehow relating to
the concentrations of the constituents that make up the
samples. The same loading vectors can be used to predict
“unknown” samples; thus only difference between spectra
of samples with different constituent concentrations is the
fraction of each loading added (scores).

A. Signal Preprocessing

In the present study, we have used MATLAB @6.1
software tool is used to carryout smoothing, mathematical
and statistical analysis.

i) Smoothing

Highly noisy spectrum can be smoothened to a great
extent using various smoothing functions. These include
Fourier-domain smoothing, binomial smoothing etc.
Fourier transforming the data, applying a filter function and
then inverse Fourier transforming the data, accomplishes
Fourier smoothing.

IV. CLASSIFICATION

This method can classify samples into well-defined
groups or categories based on a training set of similar
samples without prior knowledge of the actual composition
of group of training samples. The aim of this analysis is to
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identify unknown sample. The spectrum of sample is
compared against the model to determine if it matches the
training data for the model [6]. If the training set was
constructed from spectra of samples that were of known
quality, the model can accurately predict if the sample is of
same quality by matching the spectrum and giving a “YES”
or “NO” answer.

A. Classification Parameters

i) EigenvectorsAnd Scores

Eigenvectors are the spectral equivalents of principle
components of the sample and scores corresponding to
contribution of each principle component to a given
sample. Multiplying the eigenvectors with the scores for
that sample and adding the product for all scores can
reconstruct each sample spectrum.

ii) Residual Errors Or Spectral Residual

When each sample is predicted, a set of scores is
found that best fits the model loading vectors to the sample
spectrum. By using the calculated scores and calibration
loading vectors, a new model reconstructed spectrum can
be calculated. This new spectrum is what the PCA model 
thinks the sample spectrum look like. The residual errors
or spectral residual is the difference between this
spectrum and the actual prediction spectrum.

iii) Mahalanobis Distance

It is very sensitive to inter variable changes in
calibration data. The distance is measured in terms of
standard deviations from the mean of the training samples
The values give a statistical measure of how well the
spectrum of unknown sample matches the original training
spectra. Typical discrimination model is as shown in
Figure 3.

Fig. 3. Typical Discrimination Model

In PCA analysis, twenty spectra each from certified
normal and pathology samples (details of spectra used are
listed in table 1) were combined to see the best approach
to prepare calibration sets in the two classes. It is seen that
the eigenvalues decrease very rapidly and are almost zero
after 7 to 8 factors, and about 99% of total spectral
contribution come from these factors only as shown in
Table 2. From the Table 2 and Figure 4, it can be seen that
the eigenvalues decrease very rapidly and are almost zero
after eight factors and also 100% of the total spectral

contribution come from these eight factors. This can be
further confirmed by using an appropriate number of
factors from the model set and regenerating the spectrum
of any sample. The difference between the observed and
regenerated spectrum, expressed as residual errors
squared sum can be used as a measure of desired number
of factors, as well accuracy of the model. In the present
analysis it is found that four factors contributed to about
98% of total variance, and these four factors completely
describe the spectra. The higher factors were found only to
account for variations in day-to-day runs, noise etc., and
did not improve sum of squared spectral residuals, or other
parameters like average predicted Mahalanobis distance
[7]. All final calculations were thus carried out with using
only four factors. In this case, the statistical parameters
like spectral residuals, Mahalanobis distances etc. are
used for discrimination between normal and pathology
cases.

Fig. 4. PCA Eigen values and total % variance for a 
model set of (a) 20 normal spectra

 (b) 20 pathology spectra.

Table 1. Spectral Details

Table 2. Factor number with corresponding eigen 
values and total percentage variance for 20 normal 

and 20 pathology calibration spectra
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The Mahalanobis distance is normally expressed in
units of standard deviation. For classification of oral
tissues, we have employed the Mahalanobis distance (M-
distance) and spectral residual (the residual error squared
sum) as the criteria. The M-distance can be represented
by:

D2 = (S test) M –1(S test) 1,

Where S test is the vector of scores and sum of
squared spectral residuals for a given test sample, and M
is given by S¢S/(n-1), where S contains the corresponding
parameters for the calibration set (n standards).

Since the Mahalanobis distance is a standard
deviation, a distance of »2 for a sample corresponds to a 
5% probability of the sample belonging to the standard set,
and higher distances will have still less probability. There 
are two main advantages in using D2 as a discriminating
parameter. As seen from the equation, D2 explicitly
accounts for any correlations between the variables,
namely scores of factors. By fixing an upper limit for
inclusion in any class represented by the standard
calibration set for that class, we can possibly achieve any
desired level of discrimination for staging.

We have made match mismatch tables of calibration
set as well as test set samples (normal and malignant
spectra) by comparing these with the normal calibration
set considering the Mahalanobis distance (M-distance) of
»3. The results are listed in tables 3, 4, 5 and 6.

Table 3. Retrospective test of normal calibration set 
samples against calibration set of normal samples. 

Mean M distance for normal calibrated set is 
1.0602±0.51 and Mean Spectral residual is 

0.7569±0.028. Acceptance value is fixed to twice the 
mean M distance of normal calibration set.

Table 4. Retrospective test of pathology calibration 
set samples against calibration set of normal 

samples. Mean M distance for normal calibrated set 
is 1.0602±0.51 and Mean Spectral residual is 

0.7569±0.028. Acceptance value is fixed to twice the 
mean M distance of normal calibration set.

Table 5. PCA of test normal samples against calibrated
set of standard normal samples. Mean M distance for

normal calibrated set is 1.0161 and Mean Spectral
residual is 0.7112. Acceptance value of M - distance =3.0.

V. DISCUSSION

In PCA analysis, we have used twenty spectra each
from certified normal and malignant oral tissue samples
and calibration set is built. As mentioned earlier , we have
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used four factors for all final calculations and M-distance
and spectral residual as discrimination parameters. Figure
5, shows a plot of the M–distance against residual errors
squared sum for a new set of 77 samples (40 normal + 37
pathology), compared to a standard set of normal spectra.
It is clearly seen from the plot that all samples diagnosed 
as normal by pathological examination in the new set fall in
the lower left-hand corner of the plot. If we take a M-
distance of 1 as acceptance, then almost all the samples
classified as normal samples fall within 3 times this value,
while all samples classified as pathology lie far outside.
The specificity and sensitivity of this technique is thus quite
good, 100% and 83.8% respectively (shown in table 7). A
closer observation of Figure 5 shows a very small number
of samples outside the acceptable range of either normal 
or pathology species. i.e. the overlap between two sets are
negligible up to mean +-2 standard deviations, which
shows the probability of samples being in the respective
clusters to be about 97% and finding them out of the cluster
is less than 3%. All the pathology samples have a
Mdistance >>2, indicating the probability of their belonging
to the normal group, practically zero. All the normal
samples have a M-distance much lower than 2, showing
the probability of these being out of the group negligible.
Once the validity of the standard calibration sets was
established, we carried out a limited test on the predictive
value of the method. For this 77 additional spectra (40
normal and 37 pathology spectra) were predicted with the
standard calibration set prepared earlier.

Fig. 5. Plot of spectral residual v/s M.distance- normal 
and pathology spectra against normal calibration set

For better discrimination of normal and pathology
spectra, we have used match mismatch criteria by
comparing calibration set as well as test set samples
(normal and pathology spectra) with the normal calibration
set considering the Mahalanobis distance (M-distance) of
»3. According to this criterion, all spectra that fall within the
limits are labeled as ‘match’ and others are labeled as ‘no
match’. When a set of 20 spectra of normal samples is
used as calibration standard, all normal spectra of the
calibration set were shown ‘match’ and all pathology
calibration set spectra were shown ‘no match’ as shown in
Table 3 and 4 respectively. In this case all the normal

spectra are tested retrospectively by rotating out each
spectrum from the calibration set, while all the pathology
spectra are tested prospectively.

PCA of this region was then repeated in the prediction
mode for testing match or mismatch of test samples with
the normal calibration set. As expected when the set of 40
spectra of normal samples were shown ‘match’ and 31 out
of 37 pathology spectra were shown ‘no match’ as shown
in Table 5 and 6. Six pathology test spectra which shown
match when normal calibration set was used for prediction
of 37 pathology spectra may be due to the recording of the
spectra from normal site of the pathology tissue. From the
tables it can be seen that the results are very satisfactory
and the PCA using match mismatch can be used for the
discrimination between normal and pathology cases.

We have also plotted M-distance versus sample
number for 117 spectra (20+40 normal and 20+ 37
pathology) as shown in Figure 6.

Fig. 6. Classification of 117 spectra (20+40 normal, 
20+37 pathology). Sample number against M. distance 
for normal and pathology calibration and test spectra

Table 6. PCA of test pathology samples against calibrated
set of standard normal samples. Mean M distance for

normal calibrated set is 1.0161 and Mean Spectral
residual is 0.7112. Acceptance value of M - distance =3.0
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Table 7. Performance of PCA (77 test signals)

As seen from the performance tables of PCA analysis,
it is found that the sensitivity is 83.8% in case of PCA. PCA
analysis play important role when biochemical
composition of subject is considered [8].

In case of pathology test spectra used for prediction
against normal calibration set, it is seen that there were
few pathology spectra, which were classified, as normal.
This deviation may be due to the recording of the spectra
from normal site of patient.
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